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1. **PCA Algorithm on MNIST Dataset**

* Loading the MNIST Dataset from Hugging face using load\_dataset library.
* Extracting 1000 images from dataset by maintaining a count array
* Convert the images into NumPy arrays and flatten them.
  1. **PCA Algorithm**
     1. **Code for Algorithm**
* Step 1: - Center the dataset by calculating the mean and subtracting it from every data point.
* Step 2: - Calculate the Covariance matrix using the formula

C =